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Abstract Observations from the third campaign of the National Aeronautics and Space Administration
Airborne Tropical Tropopause Experiment (ATTREX 3) field mission and Cloud‐Aerosol Lidar and Infrared
Pathfinder Satellite Observations satellite mission are used to evaluate simulations of tropical tropopause
layer (TTL) cirrus clouds in the Community Earth SystemModel's (CESM) Community Atmosphere Model,
CAM5. In this study, CAM5 is coupled with a sectional ice cloud model, the Community Aerosol and
Radiation Model for Atmospheres (CARMA). We find that both model variants underrepresent cloud
frequency along the ATTREX 3 flight path and both poorly represent relative humidity in the TTL.
Furthermore, simulated in‐cloud ice size distributions contained erroneous amounts of ice crystals
throughout the distribution. In response, we present a modified ice cloud fraction scheme that boosts the
cloud fraction within the TTL. Due to coarse vertical model resolution in the TTL, we also prescribe a 2‐K
decrease in cold point tropopause temperatures to better align with observed temperatures. Our
modifications improve both CAM5 and CAM5/CARMA's in‐cloud ice size and mass distributions. However,
only CAM5/CARMA has a significant improvement in cloud frequency and relative humidity. An
investigation of cloud extinction in the ATTREX 3 region found that each model variant struggles to
reproduce observed extinctions. As a first‐order approximation, we introduce randomly generated
temperature perturbations to simulate the effect of gravity waves into the CAM5/CARMA simulation.
These gravity waves significantly increase the incidence of low extinction (<0.02 km−1) values, ice cloud
fraction between 16 and 18 km, and ice crystal smaller than 100‐μm concentrations but provided only small
changes to high extinction values.

Plain Language Summary We use observations from aircraft and satellite missions to evaluate
the representation of upper tropical tropospheric ice clouds in a widely used global climate model. The
goal of this study is to produce a more realistic representation of ice clouds within a climatologically
influential region. Such model improvements will help us better predict future climates. We find that the
model used in this study fails to properly represent the ice clouds along the aircraft flight path and is too dry.
In response, we introduce modifications that boost the cloud coverage in the upper troposphere. Our
modifications improve the frequency of clouds along the aircraft flight path, as well as the simulated number
and mass of ice crystals inside ice clouds. The modifications also moisten the model. We also find that
simulations are unable to reproduce proper cloud extinctions. As a first step to address this problem, we
introduce a set of randomly generated temperature fluctuations into the simulated upper troposphere. These
temperature fluctuations improve instances of transparent clouds, but they fail to improve the amount of
high extinction clouds. Future work should focus on better temperature fluctuation parameterizations and
better cloud parameterizations to address these model shortcomings.

1. Introduction

Cirrus clouds cover approximately 20–25% of Earth's surface at any given time (Rossow & Schiffer, 1999;
Wang et al., 1994). As a result, cirrus clouds play an important role in Earth's climate. They dehydrate air
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as it enters the stratosphere (Jensen et al., 1996, 2010), strongly impact the radiation budget (Comstock et al.,
2002; Yang et al., 2010), and through cloud heating potentially influence the tropical troposphere‐
stratosphere exchange (Corti et al., 2006). In order to improve the understanding of cirrus clouds, numerous
studies ranging from laboratory experiments focused on ice nucleation (e.g., Hoose & Möhler, 2012), to field
measurements of cirrus (e.g., Davis et al., 2010; Lawson et al., 2008; Woods et al., 2018), to satellite missions
(e.g., Wang & Dessler, 2012; Winker et al., 2009) have been undertaken.

Due to the role cirrus clouds play in climate, it is important that general circulation models (GCMs) properly
represent these clouds. However, the representation of ice clouds in GCMs varies greatly, resulting in a wide
range of simulated ice water contents (IWCs; Jiang et al., 2012; Waliser et al., 2009). Furthermore, the hor-
izontal resolution of GCMs is often too coarse to capture the small spatial and temporal scale of convectively
generated cirrus clouds (Pfister et al., 2001). Conversely, in situ formed cirrus in the tropical tropopause layer
(TTL) often have a horizontal extent comparable to typical GCM horizontal resolutions but frequently have
a finer vertical extent (Massie et al., 2010; Pfister et al., 2001).

A previous study by Bardeen et al. (2013) shows that using a sized‐resolved treatment of cloud ice number
and mass developed from the Community Aerosol and Radiation Model for Atmospheres (CARMA,
Bardeen et al., 2008; Toon et al., 1988; Turco et al., 1979), coupled with the National Science Foundation/
Department of Energy Community Atmosphere Model (CAM), improves the global distribution of cirrus
cloud fraction, IWC, and ice water path relative to the default two‐moment cloud schemes used by
Morrison and Gettelman (2008) in CAM. These results were obtained by comparing simulations to the dual
lidar‐radar DARDAR (Delanoë & Hogan, 2008; Delanoë & Hogan, 2010) and 2C‐ICE (Deng et al., 2010) data
sets. This study builds upon previous work by narrowing the focus from cirrus globally to TTL cirrus, which
is an area where CAM simulations still struggle (Bardeen et al., 2013).

In the tropics (20°N to 20°S) TTL cirrus clouds can cover 30% of the total area (Haladay & Stephens, 2009),
with the location of maximum cloud occurrence shifting north and south of the equator following seasonal
shifts of the Intertropical Convergence Zone (ITCZ; Yang et al., 2010). The TTL serves as the interface
between the upper troposphere and lower stratosphere (UT/LS). The TTL lies just above the mean level of
convective outflow (~14 km) and below 18.5 km (Fueglistaler et al., 2009). Air ascends through the TTL
where the formation of cirrus and sedimentation of ice particles dehydrates the air (e.g., Fueglistaler
et al., 2009; Randel & Jensen, 2013). Within the TTL cirrus clouds exist in two forms: (1) a high (cloud base
above 15 km), optically thin (τ < 0.1), laminar cloud layer; and (2) a lower cloud layer with more structure
which is more optically thick (e.g., Comstock et al., 2002; Pfister et al., 2001).

While satellite observations of TTL cirrus are bountiful, the high altitude and remote nature of these clouds
make in situ observations difficult to obtain (Fueglistaler et al., 2009) and therefore sparse. Further compli-
cating matters is that even highly sensitive satellite instruments can struggle to capture the most optically
thin cirrus in the TTL, such as subvisible cirrus (τ < 0.03; Sassen & Cho, 1992). For example, Davis et al.
(2010) showed that the lidar onboard the Cloud‐Aerosol Lidar and Infrared Pathfinder Satellite
Observations (CALIPSO) satellite misses approximately two thirds of the subvisible cirrus with τ< 0.01 com-
pared to the Cloud Physics Lidar (CPL) aircraft‐borne instrument. Such limitations to observations of TTL
cirrus have resulted in difficulty fully understanding these clouds, especially in the tropical western
Pacific (TWP) where there are very limited aircraft observations. This lack of data is problematic because
the TWP is known to play an important climatological role as it acts as a source for air entering the LS during
boreal winter (Bergman et al., 2012).

The third deployment of National Aeronautics and Space Administration (NASA)'s Airborne Tropical
Tropopause Experiment (ATTREX 3; Jensen et al., 2016), which occurred between January and March
2014, addressed both issues of limited in situ cirrus observations and limited observations over the TWP.
ATTREX 3, which operated out of Andersen Air Force Base in Guam, captured 34 hr of in situ TTL cirrus
observations over the course of the mission.

The focus of the present study is to utilize in situ observations from the ATTREX 3 campaign alongside satel-
lite observations, primarily from CALIPSO mission, to assess the TTL cirrus cloud representation in version
5 of CAM (CAM5). TTL cirrus representations in both the standard CAM5 model and CAM5 coupled with
CARMA are assessed here. Due to the optically thin nature of TTL cirrus, it is necessary to utilize the sensi-
tive CALIPSO lidar Level 2 product for model evaluation. Recently, the CALIPSO version 4 data set has been
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released, which addresses a classification error that caused optically thin, TTL cirrus clouds to be erro-
neously identified as aerosol layers (Getzewich et al., 2016). The updated data are used in this study. We
further present a modification to the treatment of TTL ice clouds which require different assumptions due
to their expansive horizontal extent and low IWC.

In section 2, both the ATTREX 3 and CALIPSOmissions are described, as well as the model variants used in
this study. Comparisons of simulations with observations can be found in section 3, while section 4 provides
a discussion of results. Section 5 summarizes the information obtained from this study.

2. Methods
2.1. ATTREX 3 Overview

The NASAATTREX (Jensen, Pfister, et al., 2016) was a 5‐year mission tasked with observing TTL cirrus over
the tropical Pacific Ocean. The mission had three main science goals: to investigate the role of stratospheric
water vapor in Earth's climate, to investigate the dehydration of tropospheric air entering the stratosphere,
and to investigate the chemical composition and the physical processes that occur in the TTL. The third cam-
paign of the mission was flown from Andersen Air Force Base in Guam and mainly took place over the wes-
tern Pacific Ocean. Previous ATTREX campaigns occurred over the eastern Pacific Ocean. The mission used
a NASA Global Hawk aircraft to collect in situ and remote sensing observations of the TTL. The aircraft was
chosen for the ATTREX missions due to its high altitude and long flight duration capabilities. The Global
Hawk is capable of flight times upward of 22 hr with a true airspeed of ~170 m/s at cruise altitudes of 14
to almost 19 km. This capability allowed for observations in the UT/LS over much of the TWP region over
the course of about 6 weeks. The following subsections describe the various instruments on board the
Global Hawk whose data are used in this study.
2.1.1. ATTREX 3 Measurement Techniques
The ATTREX measurements included in this study were made using several different instruments. The
SPEC Inc. Hawkeye probe is a combination of three instruments that measure particles between 1 μm
and 4 mm in diameter: the 2D‐Stereo Optical Array Probe (2D‐S, Lawson et al., 2006), the Cloud Particle
Imager (Lawson et al., 2001), and the Fast Cloud Droplet Probe (FCDP, Lawson et al., 2017). This study uses
ice crystal number concentrations and mass from the Hawkeye 2D‐S (H‐2DS hereafter) and FCDP (H‐FCDP
hereafter) instruments, as well as an additional set of ice crystal concentration observations from a standa-
lone FCDP (S‐FCDP hereafter) also onboard the Global Hawk. Optical extinction estimates calculated from
the H‐2DSmeasurement of particle area are also used in the analysis. Additional details of the Hawkeye data
collection, treatment, and observed microphysics may be found in Woods et al. (2018). Water vapor mea-
surements for this study are from the NASA diode laser hygrometer (DLH, Diskin et al., 2002) and the
National Oceanic and Atmospheric Administration Water (NW, Thornberry et al., 2015) instruments. The
excellent agreement between the water vapor values reported by the DLH and NW instruments over the
course of the ATTREXmission provides confidence in the accuracy of the measurements even at lowmixing
ratios (Jensen, Pfister, et al., 2016). Lastly, nadir facing lidar observations of 532‐nm backscatter are provided
by the NASA Goddard Space Flight Center CPL. CPL measures backscattered light at three wavelengths,
335, 532, and 1,064 nm (McGill et al., 2002). It should be noted that CPL was inoperable for the final two
flights of ATTREX 3 due to equipment failure. Due to Global Hawk specific operational constraints, CPL
was only active at cruise altitudes and shut off during descents, limiting in‐cloud observations.

2.2. The CALIPSO Satellite

This study uses two sets of observations obtained from the Cloud‐Aerosol Lidar with Orthogonal
Polarization (CALIOP) onboard the CALIPSO satellite (Winker et al., 2003). Measurements of extinction
from the CALIOP Level 2 cloud profile version 4 (CAL‐LV2 hereafter; Winker et al., 2006) are used to eval-
uate finer‐scale cloud features within the ATTREX 3 region. The CAL‐LV2 data provide a high‐resolution
vertical profile that can be used alongside the various cloud probes onboard the Global Hawk to evaluate
model simulations. For this evaluation, observations of liquid and mixed phase clouds are excluded as this
study's focus is upon TTL ice clouds. CALIOP has an observable backscatter limit of ~0.001 sr−1 that corre-
sponds with a minimum observable extinction limit of 2 × 10−4 km−1 (Avery et al., 2012; Winker et al., 2007;
Winker et al., 2010).
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The second CALIPSO data set used in this study to evaluate large‐scale cloud features is the 1 × 1° CALIPSO‐
GOCCP data set (Chepfer et al., 2010). CALIPSO‐GOCCP was created with the purpose of providing a set of
global CALIPSO observations that diagnose cloud properties in the same manner as the Cloud Feedback
Model Intercomparison Project (CFMIP) Observation Simulator Package (COSP) in CAM. The strength of
the CALIPSO‐GOCCP data set is that it ensures the differences between model simulations and satellite
observations reveal biases between model and observations instead of differences between the definition
of clouds or diagnostics (Chepfer et al., 2010).

2.3. Model Overview

As previously mentioned, the goal of this work is to evaluate the CAM5/MG and CAM5/CARMA models'
performance in simulating TTL cirrus clouds along the ATTREX 3 flight track. The following three subsec-
tions briefly describe the default CAM5 microphysics, the CARMA cirrus microphysics, and the satellite
simulator, COSP, used in this study. Steps taken to simulate CAM5 along the ATTREX 3 flight track are
also described.
2.3.1. Standard CAM5 Microphysics
The conventional CAM5 model uses a two‐moment microphysical scheme, which predicts the mass mixing
ratio and number concentration. These moments are tracked for both cloud droplets and ice particles
(Morrison & Gettelman, 2008). The standard CAM5 treatment of cirrus is referred to as CAM5/MG from
hereafter. The size distributions of cloud ice and cloud droplets within CAM5/MG are represented by
gamma functions. Furthermore, the CAM5/MG uses the probability density function (PDF) approach to
explicitly represent subgrid cloud water distributions.

Ice cloud fraction (cfice) is diagnostically calculated within CAM5/MG through a modified version of the
Slingo (1987) scheme. A type of relative humidity (RHti), which is dependent upon total ice water, is used
to calculate cfice. RHti is the ratio of total water mass if all condensed water were evaporated into vapor to
the water vapor mass at saturation. RHti is represented by (equation (1)).

RHti ¼ qv þ qið Þ
qsat;ice

(1)

where qv is the water vapor mixing ratio, qi is the ice mass mixing ratio, and qsat,ice is the saturation mixing
ratio over ice. Ice cloud fraction is then calculated from equation (2).

cf ice ¼ min 1;RHdð Þ (2)

where

RHd ¼ max 0;
RHti−RHmin

RHmax−RHmin

� �2

(3)

RHmin = 0.8 and RHmax = 1.1 and are the prescribed minimum andmaximumRHti thresholds. Note that the
RHti used in the CAM5/MG cloud fraction scheme is not the same thing as the RH with respect to ice (RHi)
presented later in this paper. RHi follows the traditional definition of RH, which is the ratio of the partial
pressure of water vapor to the equilibrium vapor pressure at a given temperature.

Primary ice crystal nucleation within CAM5/MG follows Liu et al. (2007). This scheme includes homoge-
neous freezing of sulfates and heterogeneous immersion freezing on mineral dust based upon work by
Liu and Penner (2005). In brief, homogeneous nucleation of ice crystals occurs after exceeding a RH thresh-
old that is a function of temperature and updraft velocity (Liu et al., 2007). Heterogeneous nucleation follows
classical nucleation theory (Pruppacher et al., 1997).

Detrained ice is defined as ice crystals deposited directly into the UT by the lateral spreading of convective
cores. The size distribution of detrained ice in CAM5/MG is represented by a gamma function. The mean
volume radius for cloud droplets and ice is assumed to be 8 and 32 μm, respectively (Morrison &
Gettelman, 2008). Detrained ice is handled by bulk convective parameterizations. At temperatures colder
than −20 °C all detrained condensate is considered ice. Above 0 °C all ice mass is considered to be in the
liquid phase. In between 0 and −20 °C a temperature‐dependent linear combination of ice and liquid is
assumed (Bardeen et al., 2013).
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Lastly, aerosols used for ice nucleation in CAM5/MG are provided by a modal aerosol model (Liu et al.,
2012). The modal aerosol model has two different representations, a seven mode (MAM7) model and a three
mode (MAM3) model. The primary difference between the two representations is that MAM3 assumes (1)
primary carbon is internally mixed with secondary aerosols; (2) coarse dust and sea salt modes are merged
into a single mode based on the assumption that dust and sea salt are geographically separated. The same is
assumed for the fine dust and sea salt mode; (3) ammonium is prescribed because sulfate is partially neutra-
lized ammonium (Liu et al., 2012). MAM3 is the default aerosol model within CAM5/MG.
2.3.2. CAM5/CARMA Cirrus Model
CARMA resolves the CAM5/MG ice size distribution into 28 size bins that increase in mass by a factor of
2.055 between neighboring bins. CARMA bins start at a size of ~0.5 μm and go up to a size of approximately
1,000 μm for detrained ice and 300 μm for in situ ice. Altogether there are 84 bins for ice because CARMA
tracks both the ice formed in situ and the mass of the aerosol on which the in situ ice forms, as well as
detrained ice.

CARMA replaces the CAM5/MG ice microphysics in CAM5, but CAM5/MG still handles the liquid cloud
microphysics (Bardeen et al., 2013). This parameterization nucleates ice based off of temperature and water
activity. Perturbations to temperature within the Koop et al. (2000) scheme can be caused by resolved
gravity waves within the simulation. Ice is assumed to be hexagonal in shape based on subvisible cirrus
observations from the Cloud Particle Imager instrument taken at temperatures between 198 K (−75 °C)
and 188 K (−85 °C; Lawson et al., 2008). An aspect ratio of 1/3 (length/diameter) and a bulk density of
0.917 g/cm3 are assumed for in situ ice. While the version of CARMA used in this study makes this hexago-
nal habit assumption, other considerations for ice habit and density could be used. Heymsfield (1986) found
TTL cirrus particle habits were dominated by trigonal plates and hollow columns at temperatures of ~190 K
(−83 °C) over the Marshall Islands. Murray et al. (2015) further showed that stacking disorders within ice
(i.e., cubic sequences within a hexagonal structure) can be a cause for the occurrence of trigonal ice crystals
and that over time these trigonal habits were shown to relax into hexagonally shaped crystals (Murray et al.,
2015; Yamashita, 1973). Recently, Woods et al. (2018) showed that quasi‐spheroids were the dominant shape
for small ice crystals at temperatures less than 203 K (−70 °C) over the TWP ocean.

The sulfate particles used for nucleation are prescribed from a climatology produced by English et al. (2011)
who used theWhole Atmosphere Community Climate Model with CARMA aerosol microphysics. The mass
of sulfates used as ice nuclei within CARMA is binned and tracked. As a result, CARMA keeps track of how
much sulfate mass is bound up within ice crystals at any given time. However, CARMA does not update the
climatology sulfate population because it is assumed that only a small fraction of the total sulfate aerosol
population freezes into ice crystals. As a result, the amount of sulfate released by processes such as sublima-
tion is no longer known to CARMA at the beginning of the next time step.

CARMA uses a semi‐implicit tridiagonal vertical transport equation stable for all hydrometeor fall velocities
based on a piecewise polynomial method (Colella &Woodward, 1984). As a result, snow in CARMA is prog-
nostic. No autoconversion of ice to snow occurs. Instead, “snow” fills the largest ice bin and CARMA calcu-
lates sedimentation velocities for each size bin. Ice/snow remain in each bin until it has fallen all of the way
to the surface. This differs from CAM5/MG, which calculates time rates of the change in cloud water/ice
mixing ratio and number concentration using a forward differencing scheme in the vertical dimension.
The two models further differ in their treatment of snow as CAM5/MG performs the autoconversion of
ice to snow when ice particles reach 400 μm in diameter. CAM5/MG then assumes that snow will fall to
the ground within one time step.

Detrained ice mass in CAM5/CARMA uses the same bulk convective parameterizations in CAM5. The pri-
mary difference is that CARMA transforms the two‐moment detrained ice from CAM5 into a temperature
dependent bin distribution. CARMA applies a spherical mass‐diameter relationship described by equa-
tion (8) of Heymsfield et al. (2010) to account for the large range of ice crystal sizes, densities, and habits asso-
ciated with detrained ice. The Heymsfield et al. (2010) parameterization relates detrained ice mass to particle
size, which is then used to populate the detrained ice bins. For transitioning between ice and liquid,
CAM5/CARMA assumes the same temperature dependent linear ramp used by CAM5/MG (Bardeen
et al., 2013). At the end of each simulation time step the binned CARMA ice mass and number concentra-
tions are converted back into two‐moment distributions and fed back to the CAM5/MG physics.
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Outside of the TTL, ice clouds typically cover an area smaller than GCM grid boxes. As a result, cloud frac-
tion is used by GCMs to represent the portion of each grid box covered by cloud. CAM5/CARMA uses the
Wilson and Ballard (1999) scheme as discussed by Bardeen et al. (2013) to address this need for a subgrid
representation of cloud and supersaturation. Equation (4) shows the Wilson and Ballard (1999) ice cloud
fraction scheme:

cf ice ¼ 0 ncf≤0

cfice ¼ 0:5 6ncf
� �2

3 0<ncf≤
1
6

cfice ¼ 1−4 cos2 ϕð Þ 1
6
<ncf<1

cfice ¼ 1 ncf≥1

9>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

(4)

where

ϕ ¼ cos−1
3 1−ncfð Þ

2
3
2

� �
þ 4π

� 	
=3 (5)

ncf, shown in equation (6), represents the fraction of maximum cloud ice that would be possible if liquid
clouds begin to form when the saturation mixing ratio with respect to liquid (qsat,liq) is reached.

ncf ¼ qi
1−RHcrit½ �qsat;liq

(6)

RHcrit represents the grid box critical RH needed for ice cloud formation. The relationship between ncf and
cfice can be seen in Figure 1. As ncf increases, cloud fraction quickly increases within the 0<ncf≤ 1

6 regime

(#2). Within the 1
6 <ncf<1 regime (#3) cfice continues to increase logarithmically as ncf increases until the

maximum value of cfice = 1 is reached (#4). The inverse relationship between RHcrit and cloud fraction
can also be inferred from Figure 1. It should be noted that RHcrit is a tunable parameter within
CAM5/CARMA. Sensitivity tests conducted by Bardeen et al. (2013) found that a RHcrit value of 0.7 pro-
duced the most comparable vertical cloud profiles to global CloudSat/CALIPSO observations. Setting
RHcrit to a value less than 1 is necessary for subgrid clouds to form prior to total grid box saturation.
However, this value may need to be tuned for other changes in model resolution in future studies.

In order for CAM5/CARMA to allow for both growth and nucleation to occur in only the cloudy subset of the
grid box, the subgrid treatment of supersaturation from Wilson and Ballard (1999) is used. Contrary to the
subgrid cloud scheme that is used by both CAM5 and CARMA, the subgrid treatment of supersaturation
is only used within CARMA. Equations (7) and (8) represent the liquid (Sliq) and ice (Sice) subgrid‐scale
supersaturation ratio, respectively.

Sliq ¼
qv−αqsat;liq

qsat;liq
(7)

Sice ¼
qv−αqsat;ice

qsat;ice
(8)

where

α ¼ RHcrit 1−cfð Þ þ cf (9)

qsat,ice represents the ice saturation mixing ratio and cf is overall cloud fraction.

It should be noted that this study does not incorporate heterogeneous freezing into CAM5/CARMA simu-
lations. The CARMA cirrus cloud model currently is only equipped to handle homogeneous freezing.
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Preliminary studies have shown that the inclusion of heterogeneous
freezing has little impact on TTL cirrus clouds in the CARMA model.
Froyd et al. (2010) showed that unlike lower altitude cirrus, which form
heterogeneously on aerosols such as dust (Cziczo et al., 2013), those in
the TTL predominately form on sulfate aerosols. Instead, the dominance
of high‐frequency waves drives strong cooling events, which promote
homogeneous nucleation (e.g., Jensen et al., 2012; Jensen et al., 2016;
Kärcher & Ström, 2003). Recent work has made a case for crystalline
ammonium sulfate or glassy organics serving as suitable heterogeneous
ice nuclei in the TTL, but observations of these aerosol species are still
too limited (Jensen et al., 2018).

A summary of all of the simulations used within this study is shown in
Table 1 alongside the simulated average tropical cloud fraction at 100
hPa. Further descriptions of each simulation will appear in later sections.
2.3.3. Simulating ATTREX 3 and Satellite Observations
To better compare with observations from the Global Hawk aircraft, the
simulations were performed at a 1 × 1° (110 km × 110 km near the

tropics) resolution instead of CAM's default 2 × 2° resolution. The model did not need to be retuned after
changing resolution because of the nature of a specified dynamics simulation. The high‐resolution simu-
lation was chosen because previous studies have shown that horizontal scales of tropical cirrus are often
≥100 km (e.g., Massie et al., 2010; Pfister et al., 2001). Thus, one would expect the high‐resolution simu-
lation to reduce the inherent sampling discrepancy when comparing aircraft observations with GCM
simulations. Furthermore, all of the simulations were run with specified dynamics (Lamarque et al.,
2011). In the specified dynamics simulations, the model was nudged toward Goddard Earth Observing
System Model, Version 5 (GEOS‐5) reanalysis data. The nudging was composed of a correction factor
of 1% of the difference between the GEOS‐5 reanalysis data and the model data. At the end of each simu-
lation time step (30 min) the 1% correction was applied to each model level to the simulated wind, surface
stresses, latent heat, specific heat, and temperature fields. All other fields were left unconstrained.
MERRA 2 reanalysis data was tested in place of GEOS‐5 due to its improved representation of the cold
point tropopause (Molod et al., 2015), but no significant difference was noted.

To simulate ATTREX 3 flight tracks, history files containing the aircraft's location were created. During the
simulation, flight track information was converted to 1‐min averages. The model used this averaged flight
track information to determine the geographic location of the aircraft at a given time. In the post simulation
analysis, the aircraft location was used to perform a weighted interpolation of the four closest horizontal grid
boxes. This value was then averaged with the weighted interpolation value from the previous time step. As a
result, four grid cells and two time steps (eight grid cells in total) were used in each interpolation to obtain a
singular value at the aircraft location at a given time within a flight. Weighted averaging was performed
because the aircraft is not confined to a single grid box or may only traverse a portion of the model grid
box in a given time step (e.g., the bottom corner).

For comparison of the model with satellite observations, the aforementioned satellite simulator known as
COSP was used. COSP outputs a unique set of model fields that allow for a direct comparison with satellite
retrievals (Kay et al., 2012). COSP possesses a number of satellite simulators unique to each satellite and its
respective instruments (e.g., Moderate Resolution Imaging Spectroradiometer, CALIPSO, and CloudSat).
Grid box mean vertical profiles of temperature, humidity, cloud optical thickness, emissivity, and mixing
ratios of clouds and precipitation from CAM5 are supplied to each simulator within COSP where instrument
specific models simulate signals and/or retrievals of the satellite instruments (Bodas‐Salcedo et al., 2011).
The power of COSP is that the resulting output diagnostics possess statistics and quantities similar to the
actual observations, thus making them directly comparable to the data measured by satellite instruments
rather than the derived variables produced by the retrieval algorithms (Bodas‐Salcedo et al., 2011). It should
be noted that though CARMA and COSP are separate modules that couple with CAM5, they are compatible
with one another. The execution of COSP occurs at the end of each time step after all physical processes have
concluded in the simulation. Thus, CARMAwill have already modified the ice clouds and relayed this infor-
mation to CAM5 prior to the execution of COSP.

Figure 1. Ice cloud fraction and ncf relationship. The vertical dashed lines
and numbers designate each regime from equation (4).
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3. Results
3.1. TTL Cloud Layer(s)

To ensure consistency between observations and the simulations along the flight track, observations were
confined to the altitudes at which the CPL consistently observed cloud layers (13.5–17 km, Figure 2). The
16 January transit flight was omitted from the data because there are no NW data for that day. Figure 2
shows an example of the cloud layer from research flight one (RF01). This flight occurred on 12–13
February and performed a north‐south survey of the TWP. The flight track initially arced north and west
of Guam and then reversed course eventually heading south of Guam down to near the equator. Most of
the cloud observations taken during this flight were of in situ formed cirrus except during the southernmost
extent of the flight where convection was encountered (Jensen, Pfister, et al., 2016). Along the flight track
(black line, bottom panel) the NW saw instances where the aircraft was in cloud (red line, bottom panel)
between 13.5 and 17 km. The gray shaded boxes in Figure 2 show where a number of CPL 532‐nm backscat-
ter images (Figure 2, top panel) occurred during the flight. Each CPL segment shows a persistent 1‐ to 2‐km‐

thick cloud layer between 15 and 17 km. At times, there is a second more optically thick, patchy cloud layer
associated with convection between 13 and 15 km. It should be mentioned that there may be cloud above the
high, persistent cloud layer where the CPL image shows none. The yellow line in the top panel of Figure 2
shows the approximate Global Hawk altitude within each CPL snapshot. The downward facing CPL would
miss any cloud at or above this level. Lastly, the contours in the bottom panel of Figure 1 show the
CAM5/MG simulated cloud fraction along the aircraft flight track. Comparisons with NW in‐cloud instances
show that outside of when the Global Hawk was in close proximity to convection, CAM5/MG greatly under-
represents the times when cloud is present.

The Global Hawk stayed within these cloud layers in the TTL on average for 5 min at a time. Observations
were grouped into 5‐min averages in response. Descent and ascent rates of the Global Hawk varied greatly
during the mission, but on average the aircraft descended at a rate of 5 m/s and ascended at a slower
rate of 3 m/s. For a 5‐min period that means that the aircraft has descended/ascended approximately
1,500 m/900 m. Thus, in a 5‐min span one could expect the Global Hawk to have traversed one of the
two cloud layers observed in the TTL. Considering the Global Hawk's true airspeed of 170 m/s, a 5‐min
averaging period also means that the horizontal extent covered by the aircraft was approximately 51
km, or half of a model grid box.

Other averaging periods were experimented with to make certain that the data were not significantly biased
by having a period that is so short that only cloudy or cloud‐free cases occurred, or so long that aircraft alti-
tude changes biased the statistics. Figure 3a shows the impact that different averaging periods have upon the
mission cloud frequency statistics from the NW instrument along the aircraft flight track. For a 5‐min aver-
aging period, NW observes full cloud cover (CF > 0.95) approximately 41% of the time and clear‐sky condi-
tions (CF < 0.05) 24% of the time. The remaining 35% of the observations showed intermittent cloud cover
(0.05 < CF< 0.95). The shorter averaging period of 2min yielded higher occurrences of complete cloud cover

Table 1
Summary of CAM5 Simulations

Simulations CARMA
Cloud fraction = 1
above 120 hPa

RHcrit = 1
above 120 hPa

Cold point tropopause
reduced by 2 K

Random gravity waves
(anomaly in kelvins)

Tropical average 100‐hPa cloud
fraction [%] (CAL‐LV2 ~ 18)

CAM5/MGa 1.6

CAM5/CARMAb Xc 6

MG‐2Kd X X 3

CF1‐2Ke X X X X 21

RW1Kf X X X X X(1.0 K) 23

RW2.2Kg X X X X X(2.2 K) 30

Note. CARMA = Community Aerosol and Radiation Model for Atmospheres; CAM = Community Atmosphere Model.
aThe standard CAM5 model. bThe coupled CAM5 and CARMA models. cThe symbol “X” denotes a deviation from the default Morrison and Gettelman
(2008) cloud scheme. dThe standard CAM5model with the CF = 1 and cold point temperature modifications. eThe coupled CAM5 and CARMAmodels with
the CF = 1 and cold point temperature modifications. fThe CF1‐2K case with a 1.0‐K temperature perturbation in the tropical tropopause layer. gThe CF1‐2K
case with a 2.2‐K temperature perturbation in the tropical tropopause layer.
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(~50%) and clear‐sky conditions (~28%) when compared to the longer sampling times. The 2‐min averaging
period registered partially cloudy conditions for only 22% of observations confirming that a shorter
averaging period returns predominantly cloudy or clear‐sky cases. The longer averaging times of 8 and 10
min show similar statistics to the 5‐min sampling case. For an 8‐min averaging period, NW observations
indicate full cloud coverage approximately 35% of the time and clear‐sky conditions approximately 21% of
the time. Intermittent cloud cover occurred 44% of the time. The 10‐min averaging period has slightly
fewer total cloud observations (32%) and clear‐sky observations (~20%). As a result, the longest averaging
period had the most intermittent cloud cover (~48%). The longer averaging periods show a reduction in
the two cloud fraction extremes. This reduction is likely a reflection of the aircraft changing altitudes as
the Global Hawk would have ascended/descended distances greater that the 1‐ to 2‐km cloud layer
thicknesses. As a result, instances of cloudy and clear‐sky will have been erroneously averaged together,
leading toward more intermittent cloud cover. Taking into account the Global Hawk ascent/descent rates
and results from this averaging period analysis, 5 min is the best choice of averaging time for the cloud
fraction statistics.

Note that only observations taken at ≤205 K are used in the ATTREX 3 flight comparisons. This step was
taken in order to only include observations taken while the Global Hawk was at cruise altitude in the UT.
Likewise, the simulation results also use this temperature threshold.

Figure 2. CPL 532‐nm backscatter images of portions of science flight RF01 (top panel). The yellow line in each panel
shows the aircraft altitude during each flight segment. The RF01 flight track is shown in the bottom panel (black line)
with in‐cloud instances observed by the National Oceanic and Atmospheric AdministrationWater instrument highlighted
in red. Gray shading shows the portion of the flight track covered by each CPL image. A curtain of simulated CAM5/MG
cloud fraction is also shown in the bottom panel. ATTREX = Airborne Tropical Tropopause Experiment; CPL = Cloud
Physics Lidar; CF = cloud fraction; UAV = unmanned aerial vehicle.
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3.2. Simulations Using the CAM5/MG Model

Figure 3b compares mission averaged cloud frequency from the aforementioned NW instrument and the
summation of H‐2DS and either H‐FCDP or S‐FCDP observations with simulations from the CAM5/MG
model. The choice of which FCDP instrument to use was based upon which probe was deemed to provide
more reliable observations for each flight. In‐cloud instances for both sets of observations are defined as
any time when the observed IWC was greater than zero. The results for the CAM5/MG simulation along
the ATTREX 3 flight track is also shown in Figure 3b.

NW and cloud probe observations show similar cloud cover along the flight track. Approximately 31% of the
cloud probe observations show greater than 95% cloud coverage compared to NW's 38%. The amount of
clear‐sky conditions observed by the cloud probes (21%) is within 3% of NW observations. Intermittent
cloud coverage observed by the cloud probes (48%) occurs 13% more often than NW instrument (35%).
Overall, the cloud probes see more broken cloud cover than NW, but that is likely due to differences in
instrument sensitivity.

The CAM5/MG simulation differs considerably from the observations in that it shows clear‐sky conditions
approximately 71% of the time. The CAM5/MG simulation shows partially cloudy skies along the flight track
25% of the time. Full cloud coverage occurs approximately 4% of the time. The cloud fraction frequency dis-
tribution in the Figure 3b is consistent with the low tropical 100‐hPa cloud fraction average of 1.6% from
Table 1 and confirms that the CAM5/MG simulation produces too few clouds along the ATTREX 3
flight track.

Figure 3c shows the RHwith respect to ice (RHi) frequency distribution for the ATTREX 3mission. Both sets
of observations have similar distributions with a peak near saturation and only minor discrepancies in RHi
across the distributions. In contrast to the observations, the CAM5/MG simulation has multiple modes in its
RHi distribution. The first simulation mode occurs within 10% RHi of saturation and has a similar frequency
of points (31%) to that of the NW (29%) and DLH (33%) observations. The CAM5/MG case also has peaks
near 130% and 150% supersaturation. There are very few instances of observed RHi above 130% (<5% of
the time) in the 5‐min averaged data. The simulated high supersaturations are likely a result of the low cloud
frequency in the TTL. Without enough ice crystal nucleation and growth, water vapor is not removed from
the air and high supersaturations can persist.

3.3. Base Case: CAM5/CARMA Simulation

The base case uses the previously described CARMA cirrus model. The CAM5/CARMA simulation produces
almost no locations along the flight track with more than 40% cloud cover (Figure 4a). However, the fraction

Figure 3. NWmission averaged cloud fraction frequency observations are shown in panel (a) for various averaging periods. The 2‐min averaging (turquoise), 5‐min
averaging (light blue), 8‐min averaging (blue), and 10‐min averaging (dark blue) periods are shown. Mission averaged cloud fraction frequency and relative
humidity with respect to ice frequency observations along the flight track are shown in (b) and (c), respectively. For panel (b), observations from the NW instrument
(black) and combined cloud probes (blue) are compared to the CAM5/MG simulation (green). The value in the upper left corner provides the simulated clear‐sky
frequency. Panel (c) compares the CAM5/MG simulation to observations from the DLH (gray) and NW (black) instruments. Only data at temperatures ≤205 K
(~190 hPa) are considered. NW = National Oceanic and Atmospheric Administration Water; DLH = diode laser hygrometer; CAM = Community Atmosphere
Model.
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of cloud‐free grid cells is nearly 9% less than in the CAM5/MG case. Figure 4b shows the RF01 flight track
from Figure 2 overlaid onto the CAM5/CARMA simulated cloud fraction curtain. The CAM5/CARMA
simulation is markedly different from the CAM5/MG in Figure 2 as cloud fractions between 0.1 and 0.3
are present at many locations along the flight track where the aircraft was in cloud. However, the cloud
fraction associated with convection in the southern leg of RF01 is 0.2–0.4 lower than in the CAM5/MG
case. The lack of cloud cover in the CAM5/CARMA simulation is likely a result of the low humidity
shown in Figure 4c. The CAM5/CARMA RHi frequency distribution shows a monomodal distribution
which is similar to the observations unlike the CAM5/MG case shown in Figure 3c. However, the
distribution of the RHi for the CAM5/CARMA simulation has a single peak between 60% and 90%
saturation, which is low relative to the data. Even though the CARMA model does not include
heterogeneous nucleation, while the MG model does, the CARMA model does not show supersaturations
above 120%. Since CARMA only conducts homogeneous nucleation and few clouds have formed, one
might expect CAM5/CARMA to produce high supersaturations close to the homogeneous freezing
threshold of 160%. The reason the model does not produce high supersaturations is due to the previously
described subgrid supersaturation scheme and RHcrit parameter. Because RHcrit is set to 0.7, a
supersaturation of 160% for homogeneous nucleation would be scaled within the model to ~112%. This
scaling is also a partial reason as to why the RHi distribution is centered nearer to 70%. The simulated
RHi crosses the simulation homogeneous nucleation supersaturation threshold ~2% of the time, which is
comparable to the observations which exceed 160% ~1% of the time. The frequency distribution of water

Figure 4. (a) The same as Figure 2b but for the CAM5/CARMA base case simulation. (b) The CAM5/CARMA base case
cloud fraction curtain (contours) along the Airborne Tropical Tropopause Experiment 3 flight track (black line) during
RF01. The red line in panel (b) denotes instances NW indicated the aircraft was in cloud. (c) The same as Figure 2c but
shows the CAM5/CARMA base case simulation. (d) The mission averaged water vapor mixing ratio frequency distribu-
tion. Panels (c) and (d) use the same legend. NW=National Oceanic and Atmospheric AdministrationWater; CF = cloud
fraction; DLH = diode laser hygrometer; CARMA = Community Aerosol and Radiation Model for Atmospheres; CAM =
Community Atmosphere Model.
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vapor mixing ratio is shown in Figure 4d. Both NW and DLH instruments are nearly identical.
Approximately 72% (NW) and 75% (DLH) of the observations fall between 2 and 8 ppmv. The
CAM5/CARMA case exceeds the DLH observations by 6% at 3 ppmv and 2% at 13 ppmv. The
CAM5/CARMA case is low everywhere else but still within 3%. Figure 4 shows that the addition of
CAM5/CARMA to CAM5/MG helps improve the occurrence of TTL clouds in the model. CAM5/CARMA
nearly has the same amount of water vapor in the TTL as well. However, it is evident from Figure 4 that
the simulation still has far too few clouds. Furthermore, an RHcrit value of 0.7, which worked well for the
2° × 2° global representation of cirrus (Bardeen et al., 2013), fails in the TTL where a larger RHcrit value
is needed.

Figure 5 compares the observed mission averaged size and mass distributions with those simulated by the
CAM5/CARMA and CAM5/MG models when clouds are present along the aircraft flight track. While in
situ and detrained ice retain their native size bin grids converted to maximum length in Figure 5 (see
section 1.3.1), total ice is calculated by interpolating both ice fields to a uniform size, 250 bin grid before
determining the total value per bin to compare with CAM5/MG. This summation is done for both ice mass
and number.

The CAM5/MG simulation consistently underrepresents ice concentration over the whole size distribution
by an order of magnitude or greater. Only between 100 and 400 μm does the CAM5/MG simulation reside
within or near the lower limit of the H‐2DS observational spread. The simulated mass density distribution
reveals a similar story to that of the ice concentration. There is too little mass for all particle sizes outside
of the 150‐ to 300‐μm range. The simulated distribution is also too narrow and possess a peak mass at a par-
ticle size of 100 μm instead of the observed mass peak at 50–60 μm.

The addition of CARMA in the CAM5/CARMA simulation provides a similar size distribution to that of the
CAM5/MG case. CAM5/CARMA produces too few ice particles less than 100 μm in size. Between 100‐ and
200‐μm total ice concentration lies within the observational spread and closely follows the H‐2DS observa-
tions. From 200 to approximately 800 μm simulated total ice concentration remains within the observational
spread. The maximum particle size observed by H‐2DS is shown to be 850 μm in Figure 5. Beyond this upper
limit the model simulation produces ice crystals up to 1,200 μm in size where H‐2DS observations see none.
CAM5/CARMA produces a similar total ice concentration for sizes smaller than 300 μm to that of the
CAM5/MG simulation, but for particle sizes between 300 and 800 μm, CAM5/CARMA has a more compar-
able ice concentration to the observations. Overall, both the CAM5/MG and CAM5/CARMA simulations
appear to be deficient in ice.

Figure 5. Mission averaged in‐cloud ice number concentration (left) and mass density (right) size distributions. Black
lines show H‐2DS (solid) and the combined H‐FCDP and S‐FCDP (dotted) observations. The gray shading shows the
25th to 75th quartile range for the FCDPs and H‐2DS. The gold, blue, and red lines show the CAM5/CARMA simulation's
total ice, in situ ice, and detrained ice, respectively. The green line shows CAM5/MG total ice. FCDP = Fast Cloud
Droplet Probe; CAM = Community Atmosphere Model; CARMA = Community Aerosol and Radiation Model for
Atmospheres.
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The CAM5/CARMA mass size distribution in Figure 5 (right panel) differs from the number size distri-
bution as total ice mass falls within observational variation between 2 to 20 μm when CARMA detrained
ice is the dominant ice type. Between 20 and 80 μm the CAM5/CARMA total ice mass falls outside of the
lower observational bound. From 80 to 700 μm CAM5/CARMA total ice mass falls within the observa-
tional range. CAM5/CARMA possesses a similar mode to that of the CAM5/MG case, but is often a fac-
tor of 2 or greater. The tail for particles larger than 1,000 μm is again simulated contrary to the
observations and CAM5/MG case. A potential cause for the discrepancy in the largest ice bin between
the CAM5/MG and CAM5/CARMA cases is the aforementioned prognostic treatment of snow in
CAM5/CARMA (section 2.3.2). CARMA snow is allowed precipitate over multiple time steps instead of
being immediately removed. As a result, snow may remain aloft longer, populating the largest
number/mass bin. However, that only explains the behavior of the largest bin of the particle tail. A
further investigation of other causes for the large particle tail will be discussed in the section 4. Both
the ice concentration and mass distributions in Figure 5 reveal that much of the improvements between
CAM5/MG and CAM5/CARMA stem from detrained ice. This is due to the switch from the two‐moment
scheme to the temperature dependent bin distribution described in section 2.3.2.

It might appear to the reader that the CAM5/CARMA simulated number and mass distributions shown are
inconsistent. This inconsistency stems from the aforementioned shape and density assumptions for in situ
and detrained ice (section 2.3.2). In situ ice has a density equal to the bulk density of ice and is assumed
to have a hexagonal plate shape. Detrained ice uses the aforementioned Heymsfield et al. (2010) parameter-
ization, but since cloud particles smaller than 50 μm are approximately spherical in shape (Korolev & Issac,
2003), detrained ice is constrained to not exceed the bulk ice density for those sizes. Therefore, in situ ice for
cloud particles smaller than 50 μm will possess less mass than detrained ice of similar maximum diameter
due to its shape possessing less volume. Future development to the CARMA cirrus model should reconsider
this hexagonal plate shape assumption for in situ ice as a recent study of TTL ice by Woods et al. (2018) has
shown that quasi‐spheroids dominate in situ ice crystal habits at temperatures ≥203 K.

3.4. Improved Resolution of Tropopause Temperature: CF1‐2 K Simulation

From the above results, it is apparent that neither CAM5/MG nor CAM5/CARMA produces sufficient cloud
fraction, or RH when compared to ATTREX 3 observations. Nor does either model produce the proper ice
distributions. Two sources of error were found that could account for the underrepresentation of clouds in
the model simulation. The first source of error is the coarse vertical resolution in the model and reanalysis
data (1 km), which hindered the representation of the cold point tropopause. As a result, the grid cell in the
simulation that contained the tropopause was often 2 K too warm compared to temperatures observed by
Constellation Observing System for Meteorology Ionosphere and Climate (Anthes et al., 2008; Rocken
et al., 2000). The warmer temperatures can drive down RH within the TTL, thus suppressing ice nucleation
and cloud formation. In response, the simulated cold point tropopause was located by finding the coldest
model level between 400 and 10 hPa. The CARMAmicrophysics were adjusted to be 2 K cooler at that level.
The cold point temperature adjustment was executed every time step between 400 and 10 hPa. It is important
to note that the temperature adjustment was applied only to CARMA and thus did not erroneously modify
the model dynamics.

The second source of error was the previously discussed deficit in simulated cloud cover fraction along the
flight track. The Wilson and Ballard (1999) cloud scheme used in CAM5/CARMA is designed for improved
weather forecasts in the middle‐to‐lower troposphere where convection is important and cloud extent is
smaller than a GCM grid box. However, as was previously discussed, the cloud coverage in the TTL observed
by the CPL during ATTREX 3 was often equivalent in size to that of a 1 × 1° grid box and was often found at
pressure levels above convection. As a result, the low cloud fraction calculated via the Wilson and Ballard
(1999) cloud scheme would cause small α values in equation (9). The small αwould in turn cause the subgrid
supersaturation to increase unrealistically. Since all microphysics occurs in‐cloud, the small cloud fractions
would amplify the nucleation/growth of in‐cloud ice crystal numbers, but they would have little impact
upon the total grid box water. Due to the high supersaturation within the subset of the grid box, the in‐cloud
crystals would grow large in size and sediment out of the cloud, depleting the cloudy region of water vapor
and suppressing further nucleation. In response to this problem, the model assumptions of cloud fraction
and RHcrit were modified to reflect clouds covering the entire grid box. Cloud fraction was forced to equal
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1 for altitudes above 120 hPa whenever a cloud was present. Between 140 and 120 hPa a linear ramp of
increasing cloudiness which transitioned between the Wilson and Ballard (1999) scheme and the 100%
cloud cover adjustment was used. RHcrit is similarly modified. At altitudes above 120 hPa, α from
equation (9) was scaled to equal a value that would be obtained if RHcrit equaled 1. The net effect of this
change means that above 120 hPa the grid box saturation is effectively being used by the microphysics.
The same linear ramp used for cloud fraction between 140 and 120 hPa is also used to scale α and RHcrit.
The combination of these modifications allows for a more realistic treatment of TTL clouds based upon
CPL observations but does not interfere with the necessary subgrid treatment of clouds needed lower in
the atmosphere where convection is more frequent.

The effect these model adjustments (CF1‐2K from here on) have upon the simulated aircraft flight track
cloud frequency and atmospheric moisture can be seen in Figure 6. A similarly modified CAM5/MG
(MG‐2K from here on) simulation has also been included in Figure 6. Both the same cold point temperature
adjustment and the same cloud fraction adjustment used by the CF1‐2K case are used in the MG‐2K case.
However, because CAM5/MG already uses the grid box average saturation for themicrophysics independent
of cloud fraction, there was no need to modify the saturation aspect of the cloud fraction scheme like in the
CF1‐2K case.

The CF1‐2K simulation poses a striking difference from the CAM5/MG and CAM/CARMA simulations
previously shown. The frequency of completely cloudy regions in the CF1‐2K case in Figure 6a has increased
to 18%, whereas the frequency of completely cloudy regions was near 0% in the previous simulation in
Figure 4a. The MG‐2K simulation in Figure 6a has only small changes (≤1%) in cloud fraction in cloudy
regions relative to the CAM5/MG simulation in Figure 3b. Conversely, instances of clear‐sky conditions

Figure 6. Same as Figure 4 but for the CF1‐2K andMG‐2K simulations. The cloud fraction curtain in panel (b) is from the
CF1‐2K case.
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have been reduced to ~26% in the CF1‐2K simulation, which is within 5% of both the NW and cloud probe
observations. The MG‐2K simulation experiences a smaller change in the clear‐sky frequency with a ~9%
reduction. The frequency of intermittent cloud cover in the CF1‐2K case has also improved to be more
comparable with both sets of observations, occurring approximately 56% of the time. The increase in
cloud fraction in the CF1‐2K simulation is further evident in Figure 6b where significant cloud fractions
(>0.7) are simulated in all locations where the CPL saw a persistent cloud layer. Simulated cloud fraction
is also in good agreement with the NW instrument's in‐cloud observations except between 10 and 13 hr
where the cloud fraction simulated near convection has decreased compared to the CAM5/CARMA case.

The CF1‐2K case's RHi peak in Figure 6c is shifted to a higher RHi range and is narrower than in the
CAM5/CARMA case (Figure 4c). The new RHi peak is centered between 80% and 100% saturation and
now more closely resembles observations. Due to the narrowness of CF1‐2K simulation's distribution, there
are still too few instances at both ends, however. The MG‐2K simulation retains the bimodal RHi distribu-
tion from the uncorrected case. The only noticeable change occurs between 120% and 130% RHi where a
reduction in frequency from 11% to 8% occurs.

While the simulated RHi improved relative to observations, the CF1‐2K simulated water vapor mixing ratio
failed significantly change from the CAM5/CARMA case (Figure 6d). The only major change to the simula-
tion occurred at 3 ppmv with a reduction in frequency of approximately 9%. The shape of the MG‐
2K distribution is comparable to the observations and the CF1‐2K case. However, the frequency of instances
at 3 ppmv is only 41% in the MG‐2K case. Between 4 and 8 ppmv the MG‐2K simulation exceeds the obser-
vations by a total of 10%. There is little change between the CAM5/MG (not shown) and MG‐2K cases.
Overall, the CF1‐2K simulation better represents cirrus cloud frequency along the ATTREX 3 flight track
and has an improved RHi distribution, while the MG‐2K simulation shows little to no improvement.

The size andmass distributions for the CF1‐2K and theMG‐2K cases are shown in Figure 7. Compared to the
CAM5/CARMA simulation without the correction, there is an increase of nearly an order of magnitude for
the total concentration of ice particles smaller than 30 μmwith half of an order of magnitude increase in ice
concentration between 30 and 100 μm. Below 100 μm, the CF1‐2K concentration simulation now falls within
observational error. Simulated total ice concentration for particles larger than 100 μm remain within error
bars of observations and remain largely unchanged from Figure 5. The main improvement in total ice con-
centration is associated with in situ ice produced by CARMA, which increased by as much as one and a half
orders of magnitude for ice crystals smaller than 100 μm. Detrained ice concentrations also see an increase
for ice crystals smaller than 100 μm. The MG‐2K simulation exhibited a similar improvement that results in
a distribution akin to that of the CF1‐2K in situ ice except for particles larger than 300 μm.

The CF1‐2K mass distribution in the right panel of Figure 7 also exhibits an increase in ice for particles
smaller than 100 μm proportional to the changes in the ice concentration. The CF1‐2K total ice mass lies
within observational spread for most of the distribution with outliers at 60‐ and <5‐μm‐sized particles.

Figure 7. Same as Figure 5 but for the CF1‐2K and MG‐2K simulations.
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The peak of themass distribution has broadened and is shifted to values similar to observations. The large ice
particle tail that occurred in the CAM5/CARMA case is still present in the CF1‐2K case. The MG‐2K case
mass distribution experiences an increase in magnitude as well, but only resides within observational
spread between 100 and 400 μm.

A frequency distribution of ice concentration within the FCDP observable size range (1 to 50 μm) is
shown in Figure 8a. The observed distribution lies between 0.01 and 2,000 L−1 with the most frequent
ice concentrations occurring between 0.4 and 20 L−1. The simulated ice concentrations have a similar
shape to the FCDP distribution though the frequency of ice concentrations differ. The MG‐2K case's
mode lies between 1 and 14 L−1. Simulated ice concentrations within this mode occur 13% more often
than observations. This mode lies between 1 and 14 L−1. Below the 1 L−1 concentration the MG‐2K case
consistently underrepresents ice by 2–4%. The frequency of high number concentrations (>100 L−1)
within the MG‐2K case is overestimated by 7% when compared to the FCDP. The CF1‐2K case's mode
lies between 0.2 and 3 L−1. Within the 0.2 to 20 L−1 range, the CF1‐2K simulation overestimates the
FCDP by ~16%. At concentrations between 20 and 200 L−1 the CF1‐2K case is consistently below the
FCDP observations by >2%, but at all other locations along the distribution the CF1‐2K simulation is
within 2%.

Like the FCDP, the H‐2DS distribution in Figure 8b lies between 0.01 and 2,000 L−1, but it possesses a mode
at a higher concentration between 20 and 100 L−1. Both simulations possess noticeably different shaped dis-
tributions for the H‐2DS size range (15 μm to 4mm) when compared to the observations. Approximately 71%
of the MG‐2K simulated ice concentration can be found in a single mode between 0.4 and 6 L−1. Within this
same concentration band lies the primary mode of the CF1‐2K simulation with a total ice concentration
frequency of 53%. Both simulations overshoot the H‐2DS observed ice by more than 30% within this mode.
Above the 20 L−1 mark both simulations possess too few instances of ice concentration. The MG‐2K
simulation consistently underestimates observations at ice concentrations less than 0.2 L−1. Conversely,
the CF1‐2K simulation overestimates the observations within this concentration range except at very low
concentrations (0.01–0.03 L−1) where the H‐2DS has a small mode. The distributions in Figure 8 show that
both modified simulations perform better at reproducing the ice crystal concentrations within the FCDP size
range than they do with the H‐2DS size range. It was previously mentioned and shown in Figure 7 that the
CF1‐2K modifications promote more nucleation of small ice crystals. Therefore, one would expect better
agreement with the FCDP, which can only observe ice crystals up to 50 μm in size, compared to the
H‐2DS's larger observable range which goes up to 4 mm in size.

Simulated in‐cloud extinctions from CAM5/CARMA, CAM5/MG, and CF1‐2K are compared to CALIPSO
Level 2 product (CAL‐LV2) and H‐2DS observations in Figure 9. The MG‐2K case is excluded because

Figure 8. Ice concentration frequency distributions separated by cloud probe size range. (a) Ice concentration for the Fast
Cloud Droplet Probe (FCDP) size range (1 to 50 μm) and (b) the H‐2DS size range (15–3,000 μm). Observations are shown
in black, while the CF1‐2K and MG‐2K simulations are shown in red and green, respectively.
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there was little change in the extinction distribution from the
CAM5/MG case. The H‐2DS directly calculates extinction from its
observed size distributions. Coordinated CALIPSO‐aircraft overpasses
were limited during the mission. As a result, the CAL‐LV2 distribution
in Figure 9 encompasses the entire ATTREX 3 region (135°E to 165°E
and 5°S to 20°N) during the mission timeframe. An upper backscatter-
ing ratio boundary of 0.019 sr−1·km−1 is used in the CAL‐LV2 observa-
tions to remove optically thick convective clouds and to remain
consistent with Jensen et al. (2016). Satellite and H‐2DS extinction
observations are within a factor of 2 to one another everywhere except
for the largest extinction values (>0.5 km−1) where the H‐2DS probe
observed optically thick clouds and CAL‐LV2 observed none.
Differences in the observed extinction distributions are likely attributed
to sampling biases associated with the Global Hawk aircraft. The upper
TTL was only sampled later in the mission. As a result, more observa-
tions of the lower‐middle TTL were collected by the Global Hawk than
of the higher regions, which likely led to the high extinction bias in the
H‐2DS observations (Jensen, Ueyama, et al., 2016).

Extinction from the simulations is calculated from simulated ice size
distributions and cross‐sectional area assumptions. Detrained ice
assumes a spherical cross‐sectional area, while in situ ice uses the cross
section for randomly oriented hexagonal columns from Hong (2007).
The CAM5/MG case possesses too many instances of optically thin
clouds with the largest overestimation occurring at ~0.02 km−1. The
CAM5/MG peak completely falls off at 0.3 km−1 while decreasing at

the same rate as the CAM5/CARMA case between 0.1 and 0.3 km−1. The CAM5/CARMA without correc-
tions and CF1‐2K simulations both have narrower distributions than the observations. Both CARMA simu-
lations over predict the observed H‐2DS extinction peak between 0.01 and 0.09 km−1 by as much as a factor
of 2. The CAM5/CARMA case's mode is shifted to larger extinction values than the CF1‐2K case and is
more closely aligned with the CAL‐LV2 mode. However, the CAM5/CARMA case is consistently a factor
of 2 larger than CAL‐LV2 observations.

The mission averaged ice effective radius is presented next to each label in the legend of Figure 9. The
CAL‐LV2 and H‐2DS observations center around 13 μm. In contrast, all three simulations have an average
ice effective radius of 20 μm or larger suggesting that the observed extinction is dominated by smaller ice
crystals. It is likely that the relative depletion of smaller particles in the simulations is contributing to the
lack of large extinction values. We attempt to address this issue in a later section.

From these results, it is apparent that the improved cold point temperature resolution and forced cloud
fraction in the TTL improve CAM5/CARMA simulations of observed TTL cirrus cloud frequency and size
distributions averaged over the mission. Of these, the change to the diagnosis of cloud fraction in the cloud
macrophysics provides the greatest improvement. However, the improved CF1‐2K simulation still possesses
several shortcomings in its representation of in‐cloud ice. For instance, a large particle tail to the mass
distribution is computed. The simulations also fail to produce the observed cloud extinction PDF for cases
larger than 0.1 km−1 and smaller than 0.01 km−1. The causes of and solutions to these issues will be dis-
cussed in section 4.

3.5. Simulations Outside the ATTREX 3 Region

So far, only the impact of the CF1‐2K modification upon clouds within the ATTREX 3 region has been
shown. The CF1‐2K simulation has shown improvements in the cloud frequency along the flight track,
as well as improvements in the ice concentration and mass distributions. While these results are encoura-
ging, it is also important to consider the larger impacts the CF1‐2K adjustments may have upon clouds
outside of the ATTREX 3 region. Cloud fraction within the model is involved in calculating radiation bal-
ance and thus needs to be correct. Figure 10 shows a multiyear annual average cloud fraction profile for

Figure 9. Airborne Tropical Tropopause Experiment 3 mission average
extinction frequency distribution. Observations from the Cloud‐Aerosol
Lidar and Infrared Pathfinder Satellite Observations satellite and H‐2DS are
shown in gray and black, respectively. The CAM5/MG simulation is shown
in green, while the CAM5/CARMA simulation and the modified CF1‐2K
simulation are shown in blue and red respectively. The mission averaged
effective radius is included in the legend. CAM = Community Atmosphere
Model; CARMA = Community Aerosol and Radiation Model for
Atmospheres.
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the tropics, defined as 20°N to 20°S. Only cloud fraction values above 8
km are included, which is the approximate average altitude at which
CALIPSO becomes fully attenuated. CALIPSO‐GOCCP observations
are shown by the black line encompassed by a 95% confidence interval
in gray. The TTL altitude range as defined by Fueglistaler et al. (2009) is
shaded in light blue. The gold line in Figure 10 shows the altitude at
which the CF1‐2K modifications take effect. The CAM5/MG case in
Figure 10 over represents cloud fraction between 11 and 15 km with
the largest overestimation of 0.05–0.07 occurring just below the TTL at
13 km. Above and below this range, however, CAM5/MG falls within
observational error. Both the CAM5/CARMA simulation and the CF1‐
2K simulation fall within the observed vertical cloud fraction profile
error range within the TTL. Above the lower bound of the TTL, where
the model modification is implemented, one can see that the CF1‐2K
simulation has slightly larger cloud fraction values than the
CAM5/CARMA simulation; however, below the TTL, the simulations
are nearly identical as the blue CAM5/CARMA line lies directly beneath
the red CF1‐2K simulation. Above the TTL there is a small presence of
clouds (~0.01) in the CARMA simulations, while observations fall to
zero. Just below the TTL both CARMA simulations produce 0.01 too
many clouds at 12.5 and 13.5 km. Below 11 km both CARMA simula-
tions are biased low by 0.01–0.04. Note that for the CF1‐2K case, even
though cloud fraction equals one when clouds form, the amount of

times when clouds did not form during this multiannual average results in an average tropical cloud frac-
tion within the error bars of the data.

Figure 11 provides another view of the modeled high cloud fraction in the form of global map plots which
show the absolute difference between CALIPSO‐GOCCP high cloud fraction and simulations (simulation‐
observation). The CALIPSO‐GOCCP high cloud fraction is shown in panel (a) for reference with the global
mean high cloud fraction value. High cloud is defined by both CALIPSO‐GOCCP and the satellite simu-
lator, COSP, as clouds at pressures below 440 hPa (above ~7 km). While the lower bound of 440 hPa
includes clouds below the TTL, the changes do not directly impact clouds below the TTL. Any deviations
between simulations will reflect either changes in the high clouds or their indirect effects on lower clouds.
The CAM5/MG case in panel (b) shows that CAM5/MG is generally within 0.1 of the observations except
in the ITCZ regions with the largest discrepancies occurring over central Africa, the eastern Pacific, and
the Western Indian Ocean. In these three regions CAM5/MG over produces high cloud fractions by as
much as 0.3. The value next to the panel name provides the mean global bias, which is approximately
−0.1 for the CAM5/MG case suggesting too few high clouds globally. The inclusion of CARMA (panel
c) increases the global mean bias to −0.147. Though the global bias is worse than the CAM5/MG case,
the ITCZ regions where CAM5/MG over represents high cloud have their bias reduced by 0.1. Outside
of the tropical region the CAM5/CARMA simulation produces fewer clouds than the CAM5/MG case.
The CF1‐2K simulation in panel (d) is nearly identical to the CAM5/CARMA simulation. There is a slight
improvement in the global mean bias, and the western Pacific Ocean shows a slight increase in cloud
cover, but most changes are minor.

The impact the model adjustments have on global annual average longwave cloud forcing (LWCF), which
cirrus clouds are known to impact (Ramanathan et al., 1989), is shown in Figure 12. Kay et al. (2012) found
that CAM5/MG's global mean LWCF was biased 4 W/m2 low. Figure 12a shows NASA's Clouds and the
Earth's Radiant Energy System's Energy Balance and Filled top of the atmosphere product (Loeb et al.,
2018), while Figures 12b–12d again show the global maps of simulation biases. The values next to the panel
name represent the global mean LWCF bias. The CAM5/MG simulation shows −2 W/m2 greater bias than
what Kay et al. (2012) found. The discrepancy is likely due to differences between simulations. This study
uses a higher horizontal resolution for each simulation, and the CAM5/MG simulation is nudged with
GEOS‐5 reanalysis data. However, the areas where the CAM5/MG simulation diverges from the observa-
tions are similar to those found by Kay et al. (2012).

Figure 10. Annual average cloud fraction profile for the tropics (20°N to
20°S). CALIPSO‐GOCCP observations are shown in black with a 95% con-
fidence interval (gray shading). Simulations of the CAM5/MG case (green),
CAM5/CARMA (blue), CF1‐2K (red) are also shown. The tropical tropo-
pause layer region is represented by the light blue shading. The horizontal
yellow line shows where the CF1‐2K simulation begins to take effect. CAM
= Community Atmosphere Model; CALIPSO = Cloud‐Aerosol Lidar and
Infrared Pathfinder Satellite Observations.
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Like with cloud fraction, the CAM5/CARMA and CF1‐2K simulations both perform slightly worse than the
CAM5/MG case and are nearly identical to each other. Both CAM5/CARMA and CF1‐2K simulations have
a negative LWCF bias of approximately −8 W/m2. All three simulations again have a positive bias in the
ITCZ region and a slightly positive LWCF bias over the poles. The increase in the global negative LWCF
bias in the two CARMA cases is related to the reduction in cloud fraction in regions with a positive
LWCF bias. This reduction is strongest in the tropics where the largest changes to cloud fraction occurred
in Figure 11. For example, the CAM5/MG case exceeded the observed cloud fraction by as much as 0.1 over
the Indian Ocean in Figure 11b. The excess clouds led to a positive LWCF bias of 10–15 W/m2 in the same
region in Figure 12b. The introduction of CARMA reduced the positive cloud fraction bias to near zero in
Figure 11c. As a result, the LWCF positive bias flipped to a negative bias of 10–15 W/m2. Therefore, the
overall reduction in clouds when CARMA is added is likely the reason for the global decrease in LWCF.
The implementation of the CF1‐2K modifications provides little changes to these results. This low radiative
forcing is also consistent with simulations possessing too few optically thick clouds (Figure 9) and will be
discussed in the following section.

4. Discussion

The CF1‐2K model adjustment largely addresses the small particle size ice concentration and mass deficien-
cies exhibited by the CAM5/CARMA model when compared with ATTREX 3 observations without nega-
tively impacting the large‐scale cloud fields and radiation balance in the default CAM5/CARMA model.
However, some issues with the representation of the TTL cloud fields observed during the ATTREX 3
campaign still remain. While the concentration and mass distributions greatly improved for particles
smaller than 100 μm in size, the large particle tail extending to 2 mm still remains unaddressed by the model
modifications performed in this study. There are around 10−4 particles per liter, or one particle per 10 m3

Figure 11. Annual average global high cloud fraction (P < 440 hPa) maps. (a) CALIPSO‐GOCCP observations. (b–d) Cloud fraction biases (simulation‐observa-
tion). (b) The CAM5/MG case, (c) the CAM5/CARMA simulation, and (d) the CF1‐2K simulation. The number to the right of each panel name provides the
global mean cloud fraction average (a) and model bias (b–d). CALIPSO = Cloud‐Aerosol Lidar and Infrared Pathfinder Satellite Observations; CAM= Community
Atmosphere Model; CARMA = Community Aerosol and Radiation Model for Atmospheres.
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with these sizes. The H‐2DS, with a sample size of 10.3 L/s, would not be able to observe such a low
concentration of particles. In fact, over the duration of a typical 17‐ to 20‐hr science flight, at most five
such particles would likely be detected by the H‐2DS. These large ice crystals compose less than 2% of the
mass of the cloud. Their direct origin is from detrained ice from nearby cumulus. It is possible that these
particles exist but are just too rare to be reported by the cloud probes. It is also important to note that the
low concentration of particles larger than 1 mm may be due to sampling bias. The Global Hawk primarily
sampled in situ formed clouds and avoided flying in close proximity to convection. Woods et al. (2018)
show that many of the large ice crystals associated with convection quickly sediment out and were found
away from anvils at lower altitudes during ATTREX 3. Had the aircraft flown closer to convection during
ATTREX 3, more might have been observed.

An analysis to find the origins of these particles in the model was undertaken to determine if there was a
specific area, flight, or altitude where the excess detrained ice occurred. This analysis led to the discovery
that most of the excess detrained ice was confined to aforementioned low, patchy layers of clouds at the base
of the TTL between 13 and 15 km (not shown). This is the region where cumulus detrainment is expected to
be greatest and is consistent with Woods et al. (2018) findings. Further investigations into convective influ-
ence and changes to the shape and behavior of the Heymsfield et al. (2010) size distribution were undertaken
but resulted in little impact. Lastly, it is unlikely that ice crystal sedimentation velocity is the source of the
large particle tail. As a result, and due to the extreme infrequency of these large particles it is safe to assume
that these particles have a negligible impact upon the clouds within the simulations.

Evident from this study's results is that the simulations are missing the large extinction values (> 0.1 km−1)
along the ATTREX 3 flight track as shown in Figure 9. The length of time that extinction values larger than
0.1 km−1 were observed ranged from ~1 to ~21 min but comprise only ~4% of the total number of H‐2DS
observations. The CPL observations are inconclusive about the characteristics of the clouds associated with
large extinction events as clouds could not be seen by CPL and in situ instruments at the same time. CPL
observations that were temporally adjacent to high extinction clouds show nearly cloud free conditions.

Figure 12. Same as Figure 10 only now LWCF is being shown.
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Only the 4 and 6 March flights showed any neighboring cloud decks in CPL images. Due to the isolated
nature and scarcity of these large extinction events, it is likely that these observations result from a few,
optically thick clouds.

One test to determine the source of these isolated optically thick clouds was to remove convectively influ-
enced observations from the H‐2DS data set. A back trajectory analysis produced by Leonard Pfister of
NASA Ames during the ATTREX 3 mission was used to identify and eliminate science flights, which experi-
enced any observations that were convectively influenced within the last 0.5 days. Note that trajectory error
is always a concern in these calculations. There are two fundamental sources of trajectory error for the con-
vective influence calculations. The first is simply due to the tendency for trajectories to diverge with time (see
for example, Bergman et al., 2016). The second source of error is due to the inability of global models to con-
sistently capture the mesoscale circulations in the neighborhood of convection due to the coarse grid box
representation of convection (a problem shared by mesoscale models, which also often have difficulty
placing convection properly). This results in errors in placement of the convectively influenced regions as
calculated from trajectories. These errors can occur even when convection is relatively close. Results from
removing data influenced by convection in the past 0.5 days are shown in Figure 13a where a dramatic
decrease in large extinction events occurs in H‐2DS observations. The slope of the H‐2DS observations
has steepened and the extinction observations cut off at 0.5 km−1. The CAL‐LV2 frequency distribution of
extinction is unchanged from Figure 9 in Figure 13a because the initial upper extinction limit already elim-
inates optically thick cloud related to convection. Conversely, the removal of convectively influenced flights
shows little impact upon the CAM5/CARMA results. The mode of the CF1‐2K simulation shifts from being
centered around 0.02 km−1 to a larger extinction value of 0.06 km−1, which agrees more with the other data
sets. There is also a factor of 2 increase in extinction values larger than 0.4 km−1.

Overall, the removal of observations in close proximity to convection results in closer agreement of large
extinction values between the simulations and H‐2DS observations; however, they still differ considerably.
Also shown by Figure 13a is an insensitivity to the removal of the same convectively influenced flights in
the simulation results. One likely cause for such a lack of response is the difference in spatial scale (horizon-
tal and vertical) between GCMs and nature. Further compounding this issue is the fact that the convective
scheme can struggle to get the timing and location of convection correct. As a result, not enough ice/water
mass reaches the high altitudes investigated in this study, thus causing the muted response to the removal of
convectively influenced flights.

Another way to make smaller, optically more efficient ice crystals is to stimulate more nucleation via high‐
frequency gravity waves. Past studies have shown that gravity waves with periods less than 1–2 days can

Figure 13. (a) Extinction frequency distributions with convectively influenced flights removed from the CAM5/CARMA
(blue) and CF1‐2K (red) simulations. H‐2DS observations with convective flights removed are represented by the black
dashed line. The solid black and gray lines are the same distributions of H‐2DS and CAL‐LV2, respectively as shown in
Figure 8. Panel (b) compares the RW2.2K (purple) and RW1K (turquoise) random temperature perturbation simulations
to H‐2DS (black) and CAL‐LV2 (gray) observations. CAM = Community Atmosphere Model; CARMA = Community
Aerosol and Radiation Model for Atmospheres.
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strongly influence ice nucleation and the formation of cirrus clouds by promoting the formation of small,
numerous ice crystals (e.g., Hoyle et al., 2005; Jensen & Pfister, 2004; Jensen, Ueyama, et al., 2016;
Kärcher & Lohmann, 2002; Kärcher & Ström, 2003). The increase in number of small ice crystals due to
high‐frequency waves stimulates an increase in TTL cloud frequency (Jensen & Pfister, 2004; Schoeberl
et al., 2015; Ueyama et al., 2015). The increase in TTL ice crystals and cloud frequency does not coincide with
an increase in the dehydration of ascending TTL air, however. Due to the small ice crystal sizes and low sedi-
mentation velocities, ice crystals formed from high‐frequency gravity waves remain aloft long enough for the
warming phase of the wave to sublimate and rehydrate TTL air (Schoeberl et al., 2014; Schoeberl et al., 2015;
Schoeberl et al., 2016). TTL waves were observed to be frequently present during ATTREX (Jensen, Pfister,
et al., 2016; Kim et al., 2016; Kim & Alexander, 2015; Podglajen et al., 2018).

CAM5/MG and CAM5/CARMA represent vertically propagating gravity waves with a parameterization
based upon a combination of work done by Garcia and Solomon (1985), Holton (1982), Lindzen (1981),
andMcFarlane (1987). Nonorographic waves are triggered by twomechanisms in CAM5: convective heating
rates which are calculated diagnostically and a frontogenesis function from Hoskins (1982). Orographic
waves are produced following McFarlane (1987). These parameterizations are only effective for large‐scale
wave activity, however. The subgrid scale of high‐frequency gravity waves, such as those found in the
TTL, makes GCMs ill equipped to resolve them (e.g., Dean et al., 2005). Furthermore, reanalysis data can
resolve longer period waves but cannot resolve short period waves found in the TTL (Kim & Alexander,
2013, 2015).

To test how these waves might affect the performance of the model, two random temperature perturbations
were applied to the simulated TTL every time step (30 min). Kim et al. (2016) used ATTREX 3 aircraft obser-
vations to show that wave activity impacted TWP TTL temperatures by as much as 5 K with a majority of the
temperature anomalies lying between −2.2 and 2.2 K. We use this same temperature range for one of the
random temperature perturbation simulations (RW2.2K hereafter). The other simulation uses a 1‐K tem-
perature anomaly (RW1K hereafter) in order to show how a subtler temperature anomaly range may impact
TTL clouds. The 1‐K value was chosen because it is more representative of findings from previous TTL wave
anomaly studies which used radiosondes (e.g., Kim & Alexander, 2015). Each of these random temperature
perturbations was applied to the CF1‐2K simulation. Unfortunately, in this crude parameterization, there is
no horizontal coherence to these random temperature perturbations. Regardless, including the random tem-
perature perturbations every time step should act as a first order approximation of a high‐frequency gravity
wave and show the potential impact upon TTL cirrus in the simulations. The impact upon the simulated
extinction distribution is represented by the turquoise and purple lines in Figure 13b. The inclusion of a
1‐K random temperature fluctuation (turquoise line) has little impact on CF1‐2K extinction frequency
except at extinction values larger than 0.7 km−1, which are no longer are present. The RW2.2K simulation
(purple line) shows an increase in the frequency of small extinction values (< 0.02 km−1) relative to the
CF1‐2K simulation in Figure 9. Those small extinction values now exceed CAL‐LV2 and H‐2DS observations
by as much as a factor of 2. The inclusion of 2.2‐K random gravity waves has decreased the large extinction
event boundary in the CF1‐2K case from 1 km−1 in Figure 9 to 0.2 km−1 in Figure 13b as well.

Further impacts from the random gravity wave simulations upon cloud fraction, RHi, and water vapor
mixing ratio are shown in Figure 14. The cloud frequency along the flight track (Figure 14a) responds to a
1‐K wave stimulus with a 10% increase in clear sky conditions compared to the CF1‐2K case. No change
in full cloud cover occurred. Instead, there are fewer instances of partly cloudy conditions. The 2.2‐K wave
stimulus caused instances of full cloud cover to increase by 7% from the CF1‐2K case and now lies within 4%
of the cloud probe observations. Clear‐sky instances in the RW2.2K case have been reduced by 4% in
response to the increase in clouds.

The cloud fraction curtain for the RW2.2K simulation is shown in Figure 14b. There are consistent cloud
fractions of 0.9 between 16 and 18 km throughout most of the flight. The RW2.2K simulation also produced
more clouds within the timeframe when the Global Hawk encountered convection (10–13 hr) than in the
CF1‐2K case.

In Figure 14c the magnitude of the RHi peak of the RW1K case has broadened relative to CF1‐2K case and
now covers the 60–100% RHi range. Approximately 61% of the simulated RHi falls within this range. The
RW1K more closely resembles the CAM5/CARMA case. The RW2.2K distribution is much narrower than
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all other simulations and is centered around a lower RHi of 70–80%. The water vapor distributions from the
wave cases (Figure 14d) show only small differences compared to the CF1‐2K case from Figure 6d, which is
not unexpected due vapor mass being relatively insensitive to temperature.

The introduction of random temperature perturbations has increased the number of ice crystals smaller than
10 μm in size by as much as half of an order of magnitude in both cases (Figure 15). In fact, the simulated
concentration of ice crystals smaller than 10 μm (5 μm) in size exceeds the upper limit of the observational
spread in the RW2.2K (RW1K) case. Elsewhere, the RW1K case's number distribution resembles the in situ
ice distribution produced by the CF1‐2K case from Figure 5. The RW2.2K case generally produces more ice
crystals smaller than 100 μm than shown by the CF1‐2K case's total ice concentration (in situ + detrained
ice). Larger ice crystals remain relatively unchanged except for a small reduction in the large particle tail.
The mass distribution of RW1K again more closely resembles the CF1‐2K in situ ice case (Figure 5) except
for particles smaller than 5 μmwhere there is an order of magnitude increase (Figure 15). The RW2.2K case's
mass distribution has a similar shape and magnitude to the CF1‐2K total ice mass distribution.

Figures 13b, 14, and 15 likely reveal the limitations of the random gravity wave parameterization utilized in
this study. The first‐order approximation succeeds at creating more small ice crystals (Figure 15) and cirrus
clouds (Figures 14a and 14c) as the literature would suggest. However, both of the random temperature per-
turbations shifted the simulated TTL RHi to lower values (Figure 14b), which disagrees with previous work.
This dehydration likely results from the lack of temporal and horizontal coherence in the parameterization.
Without proper temporal and horizontal coherence, the sublimation/evaporation associated with the warm-
ing phase of a propagating wave does not always occur at the correct time or magnitude. As a result, the high
ice crystal numbers created are allowed to persist within cloud, which completely dehydrates the simulated

Figure 14. Same as Figure 4 but for the random gravity wave simulations. The cloud fraction curtain in panel (b) is from
the RW2.2K case. CF = cloud fraction; NW = National Oceanic and Atmospheric Administration Water.
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TTL. Furthermore, the wave period used here (30 min) is on the high‐frequency end of possible TTL wave
spectrums. The simulated clouds may not have enough time to completely evolve from one temperature
perturbation prior to being clobbered by a new, unrelated temperature stimulus. One would expect with
more small ice crystals, in‐cloud extinction would increase, however, that is not the case as shown by
Figure 13b. The answer to this problem lies in the cloud fraction curtain of Figure 14b. While there is an
increase in the population of small ice crystals, the crystals are spread out over a larger area, and thus not
actually creating more optically thick clouds.

From the simple gravity wave test performed here it is difficult to discern if their inclusion will greatly
improve the overall representation of TTL cirrus within the CAM5/CARMA model. However, we do note
impacts to TTL ice crystal number and cloud frequency which are in agreement with previous studies
(Hoyle et al., 2005; E. Jensen & Pfister, 2004; Kärcher & Lohmann, 2002; Kärcher & Ström, 2003; M. R.
Schoeberl et al., 2015; Ueyama et al., 2015). A more comprehensive gravity wave parameterization is needed
to provide a more diffinitive answer. While such a parameterization is still likely beyond the abilities of
CAM5 without substantial changes to the model, a further improvement to the wave parameterization pre-
sented in this study could be done by including a time dependent wave equation, which takes into account
wave stimulation and damping over the course of multiple simulation time steps. The implementation of
such a modification should also consider the incorporation of waves of varying frequency. Previous model
studies have also shown the necessity of considering both high‐frequency and low‐frequency waves in pro-
ducing improved ice nucleation rates and particle concentrations (e.g., Jensen, Ueyama, et al., 2016;
Spichtinger & Krämer, 2013). These improved ice nucleation rates would help to further address the dry
cloud layers exhibited by the CAM5/CARMA simulation. The subsequent larger nucleation rates would lead
to the formation of numerous small ice crystals and prevent large ice crystals, which sediment out quickly
and irreversibly dry the cloud layer, from forming.

Regardless of the gravity waves, this study has concluded that while Bardeen et al. (2013) showed the abil-
ities of CARMA to improve the global representation of ice clouds within Community Earth System
Model, the subgrid parameterization for cloud fraction and supersaturation made in CARMA are not suffi-
cient for TTL cirrus. Grid box‐scale assumptions are required instead. Furthermore, vertical resolution
remains an issue in the simulated TTL. The modifications presented in this study significantly improved
TTL cirrus cloud fraction and RHi. However, it is important to note that these are only temporary fixes.

5. Summary and Future Work

This study has provided insight into the performance of the CAM5/CARMA model for TTL cirrus clouds.
Bardeen et al. (2013) showed that CAM5/CARMA improves upon the global representation of ice clouds
relative to the Morrison and Gettelman (2008) cloud scheme. This study expanded upon Bardeen et al.'s

Figure 15. Same as Figure 7 but for the RW2.2K (purple) and RW1K (turquoise) random gravity wave simulations. Only
total ice concentration and mass are shown for the simulations.
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(2013) findings by focusing attention on TTL cirrus clouds backed up by a robust data set of observations
from the ATTREX 3 field mission and the CALIPSO satellite mission. Simulations show that the
CAM5/CARMA model and the CAM5/MG model underrepresented TTL cirrus fraction along the
ATTREX 3 flight track. This was due to the fact that the Wilson and Ballard (1999) cloud scheme used in
CAM5/CARMA is more suited for middle‐to‐lower troposphere clouds where convection is important and
cloud extent is smaller than the size of a GCM grid box. In response, two adjustments were implemented.
First, tropical cloud fraction was set to one and the grid box RH was used whenever cloud was present for
altitudes at or above 120 hPa. The model tropopause temperatures were also lowered by 2 K in the tropics
to account for the poor model resolution of the cold point tropopause. The results of said modifications
increased the frequency of full cloud cover simulated along the ATTREX 3 flight track and improved RH.
These modifications also improved the in‐cloud size and mass distributions for particles smaller than 100
μm in size and showed that when in situ ice created by CARMA was the dominant ice type, the model per-
formed better than when ice was provided by parameterizations of detrained ice from convective clouds.
Between the two modifications, the change to the diagnosis of cloud fraction proved to be the most impor-
tant factor for improving simulated TTL cirrus.

An issue with detrained ice from CAM5, which caused CARMA to create detrained ice particles in its largest
size bins, was also noted. It is possible these particles exist in nature and are simply so rare that they are not
observed with current instruments. Sampling bias could have also played a role in the lack of observations of
these particles. However, the large particles may also be an artifact of the treatment of detrained ice.

Simulated TTL cloud extinction was evaluated with both aircraft and satellite observations, and it was found
that all simulations produced too few instances of large extinction. The default CAM5/CARMA and the
modified CF1‐2K simulations had too few small extinction values while the CAM5/MG case had too many
instances. The removal of convectively influenced observations from the H‐2DS data set improved the agree-
ment between observations and the CF1‐2K simulation, but overall comparisons were still poor. The intro-
duction of a modest random temperature perturbations to the CF1‐2K case increased the amount of small
extinction values and decreased large extinction values. Evaluations of in‐cloud ice concentration and mass,
RHi, and cloud fraction produced by the random gravity wave simulation revealed that the lack of a time
dependent wave equation and horizontal coherence prevented the parameterization from properly remov-
ing ice, which formed during the cooling phase of a wave. A more comprehensive gravity wave parameter-
ization than the one presented in this study may further improve the extinction issue. An improved
representation of convection might also account for the lack of high extinction values.

In order to ensure that the CF1‐2K simulation kept CAM5/CARMA in radiative balance, an investigation of
the impact these model modifications had upon simulated global cloud fraction and LWCF was performed.
This analysis yielded results that suggested the CF1‐2K modifications produced less cloud longwave forcing
than CAM5/MG but has a nearly identical LWCF to CAM5/CARMA. All model variants are biased low com-
pared with Clouds and the Earth's Radiant Energy System's Energy Balance and Filled observations. These
low forcings may result from poor vertical resolution or reflect the inability of the model to produce clouds
with high extinctions, which in turn may require a better model of gravity waves.

Lastly, we recommend a number of avenues for further CAM5 and CARMA model development, which
could provide more realistic cirrus cloud representation.

1. One inherent limitation of how CAM5 and CARMA relate cloud fraction and RH is their inability to
resolve small‐scale variability caused by subgrid‐scale fluctuations in temperature, absolute humidity,
and updraft velocities. A statistical approach to cloud fraction would provide the subgrid information
needed to better represent cirrus (e.g., Kärcher & Burkhardt, 2008). Furthermore, using a statistical
scheme to predict the subgrid water content variability would provide CAM5/CARMA with the agency
to simulate either large‐scale optically thin clouds or small‐scale optically thick clouds connected with
the same IWC.We should note, however, the results from this study show that assumptions for modeling
TTL cirrus should differ from those made for cirrus in the free troposphere. Subgrid variability is less
important for TTL clouds that possess horizontal coverage approaching grid box resolution. At these hor-
izontal extents, the grid box average values should suffice, though the coarse vertical resolution remains a
problem. A future PDF scheme should look to incorporate a family of PDFs, which can account for the
subgrid variability of the free troposphere, yet expand to use grid box‐scale values in the TTL.
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2. Only briefly mentioned in this study, but a more comprehensive representation of ice nucleation within
the TTL is needed. Currently, CARMA only performs homogeneous nucleation, but more recent work
has suggested that heterogeneous nucleation may play a larger role in the TTL than previously thought
(Jensen et al., 2018). Changing CARMA to have interactive sulfates which update the local ambient
sulfate populations when ice nucleates is one fix. Furthermore, the inclusion of heterogeneous nuclea-
tion may improve cirrus ice microphysics, as well as provide insight into the role of heterogeneous
nucleation within the TTL.

3. A more realistic gravity wave parameterization could improve CAM5/CARMA TTL ice concentrations,
cloud frequency, and moisture. Such a parameterization would need to consider waves of varying fre-
quency and include a time dependent wave equation.

4. Improved horizontal and vertical resolution of GCM grid boxes will lessen the need for cloud fraction
schemes as physical processes can be explicitly treated.
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